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Abstract: The particle filter (PF) is a novel technique that has sufficiently good estimation 

results for the nonlinear/non-Gaussian systems. However, PF is inconsistent that caused 

mainly by loss of particle diversity in resampling step and unknown a priori knowledge of 

the noise statistics. This paper introduces a new modified particle filter called adaptive 

unscented particle filter (AUPF) to overcome these problems. The proposed method uses an 

adaptive unscented Kalman filter (AUKF) filter to generate the proposal distribution, in 

which the covariance of the measurement and process of the state are online adjusted by 

predicted residual as an adaptive factor based on a covariance matching technique. In 

addition, it uses the genetic operators based strategy to further improve the particle 

diversity. The results show the effectiveness of the proposed approach. 
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1 Introduction1 

HE state estimation is to find the actual values of 

states of a dynamical system using a sequence of 

noisy measurements [1, 2]. It plays an important role in 

many applications, such as target tracking [3], robot 

navigation [4, 5], etc. The PF is an effective estimator 

for the nonlinear/non-Gaussian systems [1]. It is a 

recursive Monte Carlo-based method that constructs 

probability density function (PDF) using a set of 

random particles with associated weights [6]. In PF, the 

particles are evolved over time via a combination of 

importance sampling and resampling step. 

   To improve the performance of PF, choosing the 

proposal distribution and the resampling scheme are 

important [1]. In standard PF, the state transition is 

often chosen as the proposal distribution [1, 2, 6]. As 

this proposal distribution does not include information 

about the new measurements, most particles get 

negligible weights and it leads to the degeneracy of 

particle filter [8, 9]. In addition, the resampling step is 
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performed to reduce the effects of particle 

degeneracy [1]. In the resampling step, the particles 

with low-weights are discarded while those with high-

weights are copied many times [11]. This will lead to a 

great loss of diversity in particles and thus bring another 

problem that is particle impoverishment. In an extreme 

case, all particles may collapse to a single point within a 

few iterations [11-13]. Thus, methods have to be 

introduced to add variability to the resampled particle 

set to reduce the potential of particle 

impoverishment [14]. To solve these problems, other 

forms of proposal distribution that take into account the 

new observations are proposed [15-17].  For example, 

the auxiliary particle filter [1], the regularized particle 

filter [18], the bootstrap particle filter [9-11]. In [19, 20], 

the extended Kalman filter (EKF) Gaussian 

approximation is used as the proposal distribution for 

PF. In [21], a support vector regression particle filter 

(SVRPF) is proposed to overcome particle degeneracy 

and impoverishment problems from nonlinear and non-

Gaussian environments, especially in regard to narrow 

observation noise. In addition, the consistency of the 

SVRPF and Bayes’ filtering is demonstrated. In [22], 

insignificant particles are removed using a binary mask 

in each stage. The feedback PF is designed based on an 

ensemble of a controlled stochastic system in [23]. In 

this method, the evolution of each particle is controlled 

by its own state and feedback circuit. As the resampling 

technique in solving the degeneracy problem, some 
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researchers’ various resampling schemes have been 

proposed [24, 25]. A novel resampling scheme called 

branching particle method is discussed in [26]. In this 

method, four new branchings are introduced that 

resolved the common complaint of unstable particle 

number from the branching PF while reducing the 

computation complexity. Some researchers use 

optimization methods to improve particle filters [27].In 

this approach, before the resampling, by modified grey 

wolf optimizer, the particles in the PF are optimized. 

   A serious limitation of PF is that it requires a priori 

knowledge of the noise statistics. However, in real 

applications, a priori knowledge of the noise statistics is 

unknown. The problem here is that the performance of 

PF is closely connected to the quality of these priori 

noise statistics. Evidences have shown how a poor 

estimation of the input noise statistics may seriously 

degrade the filter performance, and even provoke the 

divergence of the filter. Incorrect priori knowledge of 

the noise statistics may seriously degrade the 

performance of PF [28-30]. It can even lead to practical 

divergence and inconsistency [31, 32]. A classical 

method for solving this problem is adaptive estimation 

of priori knowledge. In the field of Kalman filter, 

different adaptation methods are researched in recent 

years. The adaptation is based on Sage-Huse methods 

[33]. However, these methods have an instability 

problem when the noise covariance is not semi-positive 

definite. The residual-based adaptive estimation 

methods are developed to adapt the measurement noise 

covariance matrices [34, 35]. The main idea of the 

covariance matching adaptation method is to estimate 

the covariance of measurement and process noise at 

every sampling instant by keeping the residual 

covariance consistent with its theoretical value [36, 37]. 

Another adaptation method is based on interacting 

multiple models filtering, which is combined with the 

EKF or UKF method to deal with nonlinear model 

uncertainties [38, 39]. 

   To solve the aforementioned problems and improve 

the performance of PF, a new adaptive PF based on 

adaptive unscented Kalman filter and Genetic algorithm 

is proposed, which is called AUPF. Compared with 

standard PF, the advantage of the proposed method is 

that it is well robust in terms of accuracy and 

consistency in different conditions, especially when the 

statistics of noises are unknown. This is why; first, 

AUPF uses AUKF to define the proposal density. Since 

AUKF includes information of the new observations, 

the proposed particles will be much closer to 

observations than this generated from the state transition 

and therefore reducing the particle degeneracy. In 

addition, at the same time, it adaptively estimates and 

adjusts measurement noise variance. Second, the genetic 

operators are incorporated in AUPF before the 

resampling step. It increases the diversity of particles, 

and thus reduces the potential of particle 

impoverishment and leads to a more complete and 

accurate description of the posterior PDF. 

   The rest of the paper is organized as follows.  The 

particle filter and genetic algorithm are briefly reviewed 

in Section 2. The adaptive unscented particle filter is 

developed and briefly analyzed in Section 3. Simulation 

results that compare the performances of the existing 

algorithms are presented in Section 4. Finally, some 

conclusions are provided in Section 5. 

 

2 Background 

2.1 Particle Filter 

   A dynamic system represented by 
 

1 1( )

( )   

t t t

t t t

x f x w

y h x v

  

 
  (1) 

 

where xt ∈ ℝn is the state vector, yt ∈ ℝm is the 

measurement vector, wt-1 and vt are independent white-

noise variables, f(.) and h(.) are known nonlinear 

functions with appropriate dimensions. The objective of 

filtering is to estimate the posterior density of the state 

given the past measurements p(xt|y1:t) [1, 2]. From the 

perspective of Bayesian filtering, the posterior p(xt|y1:t) 

can be estimated in two steps: 1) the prediction and 

2) the update [1]. These two steps are formulated as (2) 

and (3), respectively 
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where p(yt|y1:t-1) is as: 
 

1: 1 1: 1( | ) ( | ) ( | )t t t t t t tp y y p y x p x y dx      

 

   The PF is an implementation of Bayesian filtering by 

sequential Monte Carlo (SMC) sampling. In PF, by 

using a set of samples and the corresponding weights at 

time step 
( ) ( ){( , ) ,  1... }i i

t tx w i N , the posterior p(xt|y1:t) 

approximated as [1-2]: 
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where
( )( )i

t tx x  is Dirac's delta function, and N is the 

number of particles. The particle filter consists of three 

steps: sampling, importance weighting, and resampling. 

In the sampling step, particles are sampled according to 

the proposal density function 
( ) ( )

1( | , )i i

t t tq x x y . The 

weight of particles is updated as follows [2]: 
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2.2 Genetic Algorithm 

   Genetic algorithm (GA) is a global search technique 

that mimics aspects of biological evolution. It has been 

successfully applied to solve different optimization 

problems [40]. The main idea of GA is based on the 

evolutionary process of biological organisms. The 

population of GA develops by selection, crossover, and 

mutation [41, 42]. Crossover is a genetic operation, 

which pairs two individuals and mates them. Mutation 

is another operation that randomly alters the selected 

individual. In proportion to the fitness values, the 

individuals are selected to undergo crossover and 

mutation and search for an optimal solution. In 

summary, the implementation procedure of GA is as 

follows: 

1. Initialization 

Generate random chromosomes describing the 

solution, the number corresponds to the size of the 

population and bounded within the solution space. 

2. Iteration 

a) Calculate the fitness of chromosomes; 

b) Select chromosome into an intermediate 

population according to their fitness; 

c) Perform crossover and mutation to get 

new individuals into the population. 

3. Termination 

If some termination condition is met the iteration 

generation number met the threshold or the fitness is 

good enough, and so on. Otherwise, repeat the 

iterations 

 

3 A New Modified Particle Filter 

   In this section, a new modified particle filter called 

AUPF is proposed. As the performance of PF depends 

on sampling strategy and resampling method, the 

optimization of PF is done with improving sampling and 

resampling steps. In AUPF, AUKF is used to define the 

proposal density of PF and the genetic operators based 

strategy is used to increase diversity particles. 

 

3.1 Sampling Step 

   The choice of proposal distribution is one of the most 

critical issues in the design of particle filter [1, 2]. The 

most popular choice is the transition prior. However, it 

can fail when prior distribution is a much broader 

distribution than the likelihood [1]. To solve this 

problem, the proposal distribution is generated using 

AUKF in this paper. This strategy has the advantage of 

including information from the latest measurement in 

the proposal distribution. In this algorithm, the proposal 

distribution is as follows: 
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AUKF. For this purpose, a set of 2n+1 points is 

generated by 
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where  ( )

1| 1( )   i

t t
j

n P   is j-th
j th

column of the 

matrix square root of ( )

1| 1( )  i

t tn P   , nx is the dimension 

of state. The sigma propagated through the nonlinear 

system and measurement models as: 
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where ( )( )

| 1

j i

t tx 
 is its transformed sigma point. The 

prediction of mean ( )

| 1

i

t tx 
 and covariance ( )

| 1

i

t tP 
 of the 

state as well as the prediction of the measurement vector 

is performed as: 
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where the weights ωm and ωc are as: 
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The parameter β is used to incorporate the knowledge of 

the posterior distribution. Finally, the updated state and 

covariance are calculated by 
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and yt is the measurement. From the above equations, it 

can be seen that the covariance matrices Rt and Qt will 

affect the precision of the UPF directly. In target 

tracking applications, the priori knowledge of the 

process noise and measurement noise statics are 

unknown. This is why it is hard to determine process 

noise and measurement noise covariance. 

   The use of wrong priori statistics in PF may lead to 

large estimation errors or even to the divergence. If Rt 

and/or Qt are too small at the beginning of the 

estimation process, the uncertainty tube around the true 

value will probably tighten and a biased solution might 

result; if Rt and/or Qt are too large, filter divergence, in 

the statistical sense, could occur. So the accuracy of Rt 

and Qt has become the key problem that affects the 

precision and stability of the filter and needs to be tuned 

online.  In this paper, an online adaptive scheme of UPF 

is presented. The adaptation is in the sense of adaptively 

adjusting the process noise and measurement noise 

covariances using the covariance-matching technique. 

The basic idea behind the covariance-matching 

technique is to make the actual value of the covariance 

of the innovation sequence match its theoretical value 

[12]. When the actual residual is incompatible with the 

original hypothesis of Qt and Rt, we should make the 

new estimates ˆ
tQ  and ˆ

tR  to replace the original 

assumptions. The residual sequence υt is represented as 

the difference between actual measurement vector yt and 

the estimated measurement and is defined as [24, 25]: 
 

ˆ
t t ty y      

 

The actual covariance of υt can be approximated as: 
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t t t
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where m is the width of the moving window and is 

chosen empirically to give some statistical smoothing,𝑣 

is the residual vector. If the window size is too small, 

the measurement estimation covariance can be noisy. In 

general, the window size is chosen empirically for 

statistical smoothing [24, 25]. It should be pointed out 

that too large a window width suffers from the severe 

computational inefficiency and too small a window 

width might lead to large variance. Thus, it is important 

to choose a reasonable window width. From the 

measurement equation of the standard UKF, the 

theoretical covariance of υt is computed by  
 

2
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By comparing (14) and (15), an estimate of the matrix 

Rt can be given by 
 

1
ˆ

t t yyR C P     (15) 

 

where ˆ
tR is the estimated measurement noise covariance 

matrix. The matrix ˆ
tQ  can be given by 

 

1 1 1
ˆ T

t t t kQ K C K     (16) 

 

where ˆ
tQ  is the estimated process noise covariance 

matrix. 

 

3.2 Importance Weighting 

   In the importance weighting, the weights are updated 

as follows: 
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3.3 Crossover and Mutation Operators 

   During the resampling step, the small-weight particles 

might end up with no children and the large-weight 

particles have a large number of children [11, 12]. 

Although the resampling step reduces the effects of the 

degeneracy problem, it decreases the diversity of 

particles [13]. In AUPF, to mitigate the problem of 

particle impoverishment, the crossover and mutation are 

applied to particles before the resampling step. 

   In the proposed method, the particles 

{
( )   1,...,i

tx i N } are regarded as the current population 

where N is the number of particles, ( ) ( )

,1 ,[ ,..., ]m m

t t Dx x  is 

denote chromosome each candidate solution, which 

consists of D D-dimensional vector xt, and the 

corresponding weights of particles are as the fitness 

functions. Let ( ) ( ) 1:

,1 ,{ ,..., }   k k i k i i N

t t t DC x x  denote the 

current population at iteration k, where  ( ) ( )

,1 ,{ ,..., }k i k i

t t Dx x  

represents candidate solution to the optimization 

problem at iteration k for a given time step t. GA will 

generate a new population using crossover and mutation 

operator. For this purpose, the particles are divided into 

the small-weight particles CL and large-weight particles 

CH. In order to separate the small-weight particles from 

other large-weight ones, the weight of each particle is 

compared with a threshold ωT. 

   After separating particles, the crossover operator is 

performed on small-weight particles. In fact, the small-

weight particles are modified using the information of 

the large-weight particles through the crossover 

operator. There are many crossover operators. In this 

paper, arithmetic crossover is selected to modify the 

small-weight particles. Assume that 
( )L

tx  and 
( )H

tx  

respectively represent the particles from CL and CH. The 

modified small-weight particle is denoted by 
( )L

tx  as 

follows: 
 

( ) ( ) ( )(1 )L L H

t t tx x x       (18) 
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in which l = 1, …, NL and h = 1, …, NH. NL and NH 

respectively represent the number of particles contained 

in CL and CH. For each ( )L

tx , ( )H

tx  is randomly selected 

from CH. η ∈ [0, 1] is a parameter that determines how 

much information for ( )L

tx  transferred to ( )h

tx . The 

greater α is the more information will be transferred 

from ( )L

tx  to ( )H

tx . To increase the diversity of particles, 

a mutation strategy is applied to the particle ( )L

tx  

according to mutation probability ρm: 
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                 if   
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t l m

x
x
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where vector γ is taken from a uniform distribution, θ1 is 

the random variable for ( )L

tx that is drawn from the 

uniform distribution on [0, 1] and ρm denotes the 

mutation probability.  The crossover and mutation 

operators can move particles to the region of high 

likelihood. The choice of ρm and η has a direct impact 

on the moving speed. The weighting of modified of 

particles ( )L

tx  are calculated as: 
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   After crossover and mutation, whenever effective 

number of particles Neff is bellow a predefined threshold, 

the resampling procedure is performed in AUPF. The 

effective number of particles Neff is: 
 

(m)N
2t

N
(i)m=1
t

i=1

1

( )
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(21) 

 

In summary, the flowchart of the proposed method is 

shown in Fig. 1. 

 

3.4 Computational Complexity 

   The computational complexity of the proposed 

algorithm is related to the sampling strategy, calculation 

of the importance weight, modification of the small-

weight particles using crossover and mutation operators 

of GA, and resampling step. As the computational 

complexity of UKF is equivalent to EKF, the number of 

particles M and the number of iterations in GA k 

determines the complexity of the proposed algorithm. In 

the proposed algorithm, the complexity of modification 

of small-weight particles are modified using the 

information of the large-weight particles through 

crossover and mutation operator of GA is O(KM(L)) that 

can be approximated to O(M(L)) as GA does not need to 

iterate so many times. This is because searching space is 

a small area around the position at times step t-1. In  
 

 
Fig. 1 Flowchart of proposed method. 

 

Table 1 Complexity computation. 

Operations 
Complexity of algorithms 

AUPF UPF EPF 

Sampling O(M) O(M) O(M) 

Importance weight O(M) O(M) O(M) 

Crossover and mutation 

operators 

O(M(L)) – – 

Resampling step O(M) O(M) O(M) 

 

addition, computing the proposal distribution, 

calculating the importance weights is O(M). Also, the 

complexity of the resampling step is O(M). Table 1 

depicts the complexity of individual operations in 

algorithms. As can be seen, the proposed algorithm has 

an additional operation. However, the proposed method 

requires fewer particles to obtain the same estimation 

accuracy compared to other methods as can be seen 

from Table 2 and Fig. 5 in the results section. Therefore, 

the complexity of the proposed algorithm is almost the 

same as those of other methods. 

 

4 Experimental Results 

   In this section, two numerical examples are provided 

to illustrate the effectiveness of the proposed algorithm. 

One is a single-dimensioned system, which is popular in 

econometrics and has been used previously in [1-3]. The 

other example is the target tracking which is multi-

dimensioned and is of interest in defense applications. 

 

4.1 Univariate Growth Model 

   The univariate growth model is a benchmark model 
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that is commonly used in PF testing. This system has 

been used before in many papers [1-3]. The state-space 

model of the system is as follows: 
 

1
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where ωt and vt are Gaussian white noise signals with 

zero means and variances Qt-1 and Rt, respectively. In 

this example, the number of time steps t = 60, the 

covariance of the measurement noise is Rt = 1, the 

covariance of the process noise is Qt-1 = 1, and the initial 

state is x0 = 0.1. Fifty particles (i.e., N = 50) is used in 

the related PFs (i.e., EPF, UPF, AUPF). For AUPF, the 

parameter η is set to 0.1 and the mutation probability 

ρm = 0.5. 

   At first, the performance of the proposed method is 

compared with UPF and EPF when the statistical 

properties of noises are known a priori. In Fig. 2, the 

tracking performance of the algorithms is depicted. It 

can be observed that the best state estimation results  
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Fig. 2 The state estimation results of EPF, UPF and AUPF. 
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Fig. 3 RMSE of algorithms with respect to time. 

belong to AUPF. 

   To evaluate the accuracy of the estimation, the root 

mean square error (RMSE) is used for each algorithm. 

The RMSE is obtained over 100 runs. The RMSE of 

estimations over time is shown in Fig. 3. It can be seen 

that AUPF provides a more accurate estimation than 

EPF and UPF since the diversity of particles is 

increased in AUPF. In fact, the crossover operator can 

obviously increase the number of meaningful particles 

after resampling and enhance the performance of 

estimation. As a result, it can enrich the particle species 

and capture the distribution more comprehensively and 

accurately. The number of distinct particles is shown in 

Fig. 4. As can be seen, the number of distinct particles 

in AUPF is more than that of other algorithms. As a 

result, the consistency of AUPF is increase. 

   To examine the sensitivity of the performance of 

algorithms with the number of particles, three different 

particle numbers of 50, 30, and 10, are used for 

simulation tests with the covariance of the process noise 

Qt-1 = 1and measurement noise Rt = 1. As is shown in 

Fig. 5, in general, when the number of particles  
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Fig. 4 The number of distinct particles. 
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increases, the mean of RMSE becomes smaller in all 

algorithms. However, AUPF gives the least averaged 

variance with different particles.  The effectiveness of 

AUPF has been demonstrated related to incorporating 

the crossover and mutation operators, the particle 

impoverishment encountered in the general PF is 

mitigated. 

   The computational cost of algorithms is evaluated 

using the MATLAB simulations on same PC. Table 2 

shows the computational cost of algorithms. The 

smallest computation time, as expected, belongs to EPF. 

Compared with UPF and EPF, AUPF have the 

additional procedure, i.e. performing genetic operators, 

which consumes part of the computational resource. 

However, as can be seen from Fig. 5 and Table 2, the 

proposed method requires less number of particles to 

obtain the same estimation accuracy compare to EPF 
and UPF. Therefore, considering the additional operator 

 
Table 2 Computational cost of EPF, UPF, and AUPF. 

Number of particles 
Computation time(s) 

AUPF UPF EPF 

10 0.4249 0.1831 0.0718 

30 0.572 0.4249 0.1839 

50 0.725 0.6784 0.2569 
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Fig. 6 The state estimation results of EPF, UPF, and AUPF. 
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Fig. 7 RMSE of algorithms with respect to time. 

of AUPF, the computational cost of the proposed 

algorithm is almost the same as that of UPF. 

   Finally, the performance of the proposed method is 

evaluated when the statistical properties of noises are 

unknown. Fig. 6 shows the comparison of algorithms 

when the measurement noise and the process noise are 

considered wrongly as Q = 5 and R = 5, respectively. 

From this figure, it can be seen that AUPF performs 

significantly better than other algorithms. Compared 

AUPF, the state estimate of UPF and EPF deviated from 

the true state very large. The RMSE of estimation over 

time is presented in Fig. 7. It can be seen that the 

performance of AUPF is better than that of other 

algorithms. From comparing Figs. 3 and 6, it is clear 

that the performance of AUPF, in this case, is almost 

close to the previous case. However, the performance of 

UPF and EPF, in this case, is worse than that of UPF 

and EPF in the previous case. This is why AUPF can 

estimate the unknown measurement noises online as 

shown in Fig. 8 whereas the UPF and EPF depend on 

the fixed prior knowledge about the measurement 

noises. In addition, the AUPF incorporates the crossover 
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Fig. 8 Adaptive estimation of Q and R using the proposed 

method. 
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operator to mitigate the particle impoverishment 

problem. When the particle weight is less than a 

predefined threshold value, the crossover operator is 

performed.   To verify the consistency of AUPF, the 

average normalized estimation error squared (ANEES) 

is used: 
 

1

| | |
ˆˆ ˆ( ) ( )T

t t t t t t t t tx x P x x       

 

where xt is ground truth. The consistency is evaluated by 

performing multiple Monte Carlo runs and computing 

the average the average normalized estimation error 

squared (ANEES). Given N runs, ANEES is computed 

as: 
 

1

1 N

t it

iN
 



     

 

The algorithm is consistent if 
t  belongs to [r1 r2] with 

probability 95% (i.e. 
1 2{ [    r ]} 0.95tP r   ). For the 

1-dimensional state with 20 Monte Carlo simulations, 

the two-sided 95% probability concentration region for 

t  is bounded by interval [0.69, 1.35] and the algorithm 

is consistent if 
t  with probability 95% belong to 

[0.69, 1.35]. Fig. 9 shows that AUPF method is 

consistent while other algorithms are is inconsistent. In 

summary, among these three methods, the proposed 

algorithm has well robust in terms of accuracy and 

consistency in a different condition, especially when the 

statistics of noises are unknown. 

 

4.2 Target Tracking 

   To evaluate the performance of AUPF in the case of a 

multidimensional model, a tracking problem is 

considered which is of interest in defense applications. 

The objective of the target tracking is to track the 

position and the velocity of a moving target using noise-

corrupted range and angle measurement. This problem 

is as follows [43, 44]: 
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where Ωt-1 is the turn rate of the vehicle, T is the 

sampling interval, yt is measurement, and 

[ , , , ]T

t t t t tx x x y y  is the state vector that ( , )t tx y  and 

( , )t tx y  are the position and velocity components, 

respectively. [ ] (0, )t tx ty tN Q    and 

(0, )t tN R  are independent Gaussian noises where 

the covariance of process and measurement noises are 

Q = diag(0.012 0.012) and R = diag(12 12), respectively. 

The tracking position error is defined as  
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Fig. 9 Consistency: a) proposed method, b) EPF, and c) UPF. 
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2 2ˆ ˆ( ) ( )t t t tx x y y    where  ˆ ˆ
T

t tx y  is the x-y 

position estimate of the target at time t. To show the 

effectiveness of AUPF, this method and other 

algorithms are used to track the same maneuvering 

target. For this purpose, the simulation scenario of target 

maneuvering is designed as follows. The target is 

supposed that is located at the position (0m, 0m). For 

150s, the target starts to make a positive turn rate of 

about 5°/s. Then it turns for 150 s with a negative turn 

rate of about -5°/s. The true trajectory for a 

maneuvering target is shown in Fig.10. In all the 

simulations, 100 Monte Carlo runs have been 

performed, and the number of particles is 50 with 

T = 0.12s. 

   The true state and the estimates of the tree filters are 

shown in Figs. 11 and 12. As shown, for most of the 

states that are not correctly estimated by EPF and UPF, 

AUPF offers much more accurate estimation results. 

From Figs. 11 and 12, it can be observed that PF cannot 

give the correct state estimation for the states of position 

and velocity. Compared with EPF and UPF, AUPF 

offers better state estimation results for states. However, 

the best state estimation result belongs to AUPF that  
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Fig. 10 Actual trajectory. 
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Fig. 11 The state estimation results of EPF, UPF, and AUPF. 

gives the lowest variance as shown in Figs. 11 and 12. 

   The RMSE of position over time is shown in Fig. 13. 

The RMSE is obtained over 100 Monte Carlo runs. It is 

observed that AUPF has a more accurate estimation 

than EPF and UPF since the diversity of particles is 

increased in AUPF. The crossover operator can 

obviously increase the number of meaningful particles 

after resampling and enhance the performance of 

estimation and can enrich the particle species and 

capture the distribution more comprehensively and 

accurately. 

 

5 Conclusion 

   The particle filter is widely used in many applications, 

special target tracking problem. However, the particle 

filter suffers due to the particle impoverishment 

problem and incorrect a priori knowledge of noises. In 

order to overcome the particle degradation and non-

adjusted online in the traditional particle filter 

algorithm, AUPF is proposed. The AUPF uses AUKF 

filter to generate a proposal distribution and the genetic 

operators to further improve the particle diversity. With 

this strategy, the small-weight particles  
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Fig. 12 Actual and estimated trajectories. 
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Fig. 13 RMSE of algorithms with respect to time. 

are modified to the large-weight ones and finally the 
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particle impoverishment problem is mitigated. 

Compared with the general PF, the posterior distribution 

in AUPF can be more sufficiently approximated by 

particles. The effectiveness of AUPF is demonstrated by 

using two experiment examples. The simulation results 

demonstrate the effectiveness of the proposed method. 

As can be seen from results, the proposed method 

achieves not only much better performance than the 

existing methods but also robustness against model 

uncertainty and therefore it can be especially useful in 

practical applications. 
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